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Problem Set 1 is due at 5pm on Thursday, September 12.

. Review: sum of normals. Let X ~ N (i, ?) denote a random variable X that is normally
distributed with mean p and variance o2. The sum of two independent normally distributed
random variables is also a normally distributed random variable, with mean equal to the sum
of the means of the originals and variance equal to the sum of the variances of the originals.
Let independent random variables X; ~ N (u, 0%)Vi € {1,2,3,4,5}. Fill in the blanks:

(a) A= X+ Xo.

A~N(_, ).
(b) B= X1+ Xo+ X3+ X4 + Xs.
B~N(,_).
(¢c) Are A and B independent?
(d) C=2X;.
C~N(,_).
(e) D=A+ B.
D~N(,_ ).

. Review: normal distribution. Let Fx(z) denote the cumulative distribution function
(CDF) of random variable X ~ N(p,0%). Fx(z) = ® (*>%). Let random variable Z ~
N(0,1) (mean 0, variance 1); let Y ~ N (6,4) (mean 6, variance 4).

For each of the following, write an expression for the value as a function ®(), and, using

whatever software is handy, compute its value to at least a few decimal places:

(a) Pr[Z < 0]

(b) Pr[Z < 1]

(c) Pr[Z <2

(d) Pr[|Z] > 2.57583]

(e) PrlYy <2]

(f) Pr[Y < 6]

(&) PHY — 6] > 4

(h) Pr[|Y — 6| > 5.15166]



3. Review: continuous uniform distribution. Denote that continuous random variable X
is uniformly distributed between a and b by writing X ~ U(a,b). Its density is:

A ifa<z<b
otherwise

It is straightforward to show that E[X] = HTC‘ and that Var(X) = (bzg)Q. Let W ~ U(0,1);
let T ~ U(—+/3,v/3) so, approzimately, U(—1.732,1.732); for each of the following, using
whatever software is handy (where needed), compute its value to at least a few decimal

places, or in the form of a simple fraction if that is convenient:

(J

4. Simulation of random variables. For this problem, you will use Stata. You should write
a “.do” file that produces your answers; this file, which should be well-commented, should
be part of your submitted work, but the key commands you use should be included in the
LaTeX-formatted PDF that represents your full solutions to the problem set. (In your .do
file, use comments to indicate where you are answering each part of the question.)

(a) First, using any reasonable combination of Stata functions (likely including uniform(),
invnorm(), or rnormal()), generate a dataset of 10,000 observations with variables as
follows. Be sure to set seed so that your code produces identical results when run
twice.

i. Generate four variables, Z; through 74, that are independently drawn from the
distribution N(0,1).

ii. Generate four variables, T7 through Ty, that are independently drawn from the
distribution U(—+/3,v/3).

(b) What are the sample mean and variance of Z; 7
(c) What are the sample mean and variance of 77 ?
(d) For what fraction of observations is...

i .21 <07

ii. .21 <17



iii. .21 <27
iv. ...|Z1] > 2.57583 7
(e) For what fraction of observations is...
i1y <07
ii. .11 <17
ii. 11 <27
iv. ...|Th] > 2.57583 7
(f) Now, generate two additional variables, Zmean = (Zy + Zs + Z3 + Z4) /4 and T'mean =
(T + T2+ T3+ Ty) /4.
(g) What are the sample mean and variance of Zmean ?
(h) What are the sample mean and variance of Tmean ?
(i) For what fraction of observations is...
1. ..Zmean <07
il. ...Zmean <057
ii. ...Zmean <17
iv. ...|Zmean| > 1.28791 7

(j) For what fraction of observations is...

i. ..Tmean <07
ii. ...Tmean <0.57
iii. ..Tmean <17
iv. ...|Tmean| > 1.28791 ?

5. Regressions in Stata. The Stata data set MalariaData2.dta contains data from the AER
paper “Price Subsidies, Diagnostic Tests, and Targeting of Malaria Treatment: Evidence from
a Randomized Controlled Trial” by Jessica Cohen, Pascaline Dupas, and Simone Schaner.
The study estimates the effects of price subsidies for malaria medication in Kenya. The study
looked at over-treatment and under-treatment of malaria under different drug subsidies.

The variable [took_act_first is of the key outcomes in the study. It indicates whether,
during the first malaria episode a household experiences after starting to participate in the
experiment, a sick person took antimalarial drugs. Use Stata to estimate three regressions
of took_act_first on baseline levels of education (the variable B_head_edu) and malaria
knowledge (the variable B_knowledge_correct). Make a journal-ready (i.e. neat, organized,
and self-contained) table of the following regressions. In Column (1), report the results
of an OLS regression using the default homoskedastic errors. In Column (2), report the
results of an OLS regression using the robust| option to generate heteroskedasticity-robust
standard errors. In Column (3), report the results of a probit regression using the default
(homoskedastic) standard errors. What do the results suggest about the relationship between
education, information, and malaria treatment?


MalariaData2.dta
took_act_first
took_act_first
B_head_edu
B_knowledge_correct
robust

6. Heteroskedasticity.

(a)

(b)

In Stata, generate a dataset of 1000 observations. Create two treatment indicator vari-
ables, t100 and t500, which are equal to one for exactly 100 and 500 observations
respectively (and which equal zero otherwise).

Set up a loop which, in each iteration (for a reasonably large number of iterations, per-
haps 100 or 1000), generates or replaces a variable, epsilon, with new (pseudorandom)
draw of a (standard) normally distributed error term, with mean zero and standard
deviation one.

Under the null, there is no treatment effect. In each iteration, generate (or replace) a
variable, y500, which is simply equal to epsilon (so homoskedasticity is upheld here).
Regress y500 on t500, without the “robust” option. Count the number of iterations
in which the null hypothesis (the coefficient on t500 equals 0) is rejected with a p-value
below 0.05. This test should be (approximately) correctly sized. In practice, how does
it perform?

Add to your loop a regression of y500 on t500, but this time with the “robust” option.
Do results change?

Now, in each iteration, also generate (or replace) a variable, y100H, which is equal to
epsilon if t100 is equal to zero, but twice epsilon if t100 is equal to one. This
is heteroskedasticity with the higher variance in the treatment group. Also generate
y100L, which is equal to epsilon if t100 is equal to zero, but half epsilon if £100 is
equal to one. This is heteroskedasticity with the lower variance in the treatment group.

For each of the two new outcome variables, in each iteration, regress it on t100 both with
and without the heteroskedasticity “robust” option. Count the number of iterations in
which the null hypothesis is rejected with a p-value below 0.05 using each method.

Considering the four variations in question @ above, which tests over-reject, which
under-reject, and which are (approximately) correctly sized? Why?

Now, analogously, but for t500 rather than t100, in each iteration, also generate (or
replace) a variable, y500H, which is equal to epsilon if t500 is equal to zero, but
twice epsilon if t500 is equal to one. This is (again) heteroskedasticity with the
higher variance in the treatment group. Also generate y500L, which is equal to epsilon
if t500 is equal to zero, but half epsilon if t500 is equal to one. This is (again)
heteroskedasticity with the lower variance in the treatment group.

Considering the four variations in question above, which tests over-reject, which
under-reject, and which are (approximately) correctly sized? Why?



