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1. Consider a probit data-generating process: given two independent, normally-distributed ran-
dom variables x1 and x2, let the probability that y = 1 be given by:

Pr [y = 1|X] = Φ (β1x1 + β2x2) .

In other words, Pr [y = 1|X] = Pr [β1x1 + β2x2 > ε] for some ε ∼ N (0, 1).

(a) Write a .do file that simulates this date-generating process in a sample of ten thousand
observations for the parameter values: β1 = 2, β2 = 3, µx1 = µx2 = 0, and σ2x1

=
σ2x2

= 1. Specifically, you should generate the following variables: x1, x2, y, ε, and
Pr [y = 1|X]. Make a scatter plot of the relationship between the probit probability and
X ′β.

(b) Fit a linear probability model by regressing y on X. Store the predicted values of ŷ as
a new variable. Make a scatter plot that compares the relationship between the probit
probability and X ′β to the relationship between ŷ and X ′β. Does the linear probability
model provide a reasonable fit?

(c) Notice that many of the predicted values of ŷ are outside the [0, 1] interval. Summarize
the probit probabilities for these observations.

(d) Fit a second linear probability model by regressing y on X in the interval X ′β such
that Pr [y = 1|X] > 0.05 and Pr [y = 1|X] < 0.95. Save the predicted values of the
dependent variable as ẑ. How do the OLS coefficient estimates from your answer to (1d)
compare to the OLS coefficients reported in (1b)? Make a scatter plot comparing the
probit probabilities and the predicted values of ẑ over the range of values of X ′β such
that Pr [y = 1|X] > 0.05 and Pr [y = 1|X] < 0.95. Does the linear probability model
provide a reasonable fit within this interval?

2. Now consider an alternative data generating process: let

Pr [y = 1|X] = Pr [β1x1 + β2x2 > η]

where η is defined as

η =

{
ζ1 if µ > 0

ζ2 if µ < 0

for independent random variables ζ1 ∼ N (−4, 1), ζ2 ∼ N (4, 1), and µ ∼ N (0, 1).
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.do


(a) Write a .do file that simulates this data-generating process in a sample of one hundred
thousand observations for the parameter values: β1 = 2 and β2 = 3. Make a histogram
of η. Use the cumul command to generate the empirical CDF of η, and present it as a
line graph.

(b) Use the lpoly command to plot a locally-weighted non-parametric kernel regression of
the probability that y = 1 as a function of X ′β.1

(c) Fit probit and OLS models of y = 1 as a function of x1 and x2. Store the predicted
probabilities and graph these together with the kernel regression probabilities as func-
tions of X ′β. How does the fit of the linear probability model compare to the fit of the
non-linear probit model?

1A lower-tech approach that would yield more or less the same result would be to calculate an empirical estimate
of the probability that y = 1 by sorting the data by X ′β and dividing it into bins of one thousand observations each.
You could then calculate the empirical probability that y = 1 within each bin.
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.do
cumul
lpoly

