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When do we see such rules? Five example categories, but surely more:

- **Academic test scores**: scholarships or prizes, higher education admission, certificates of merit
- **Poverty scores**: (proxy-)means-tested anti-poverty programs (generally: any program targeting that features rounding or cutoffs)
- **Land area**: fertilizer program or debt relief initiative for owners of plots below a certain area
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Note: Local Average Treatment Effect
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Observation: scholarship winners have different attitudes. Are attitudes changed by the scholarship? (Is it a causal link?)
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Fig. 2. Regression of success in winning scholarships on exposure determined

Fig. 4. Regression of attitudes toward intellectualism on exposure determined
Two groups of near-winners in a national scholarship competition were matched on several background variables in the previous study in order to study the motivational effect of public recognition. The results suggested that such recognition tends to increase the favorableness of attitudes toward intellectualism, the number of students planning to seek the MD or PhD degree, the number planning to become college teachers or scientific researchers, and the number who succeed in obtaining scholarships from other scholarship granting agencies. The regression-discontinuity analysis to be presented here confirms the effects upon success in winning scholarships from other donors but negates the inference of effects upon attitudes and is equivocal regarding career plans.
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We can (locally) approximate any smooth function:

\[ Y_i = f(x_i) + \rho D_i + \eta_i \] (1)
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And thus:
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But because the smooth function may behave differently on either side of the cutoff, we will expand on this. First, transform \( x_i \) notationally (and for ease of regression). Let

\[ \tilde{x}_i = x_i - x_0 \] (4)

Angrist and Pishke, Chapter 6, pp. 251-267
RD, a little more formally

We can (locally) approximate any smooth function:

\[ Y_i = f(x_i) + \rho D_i + \eta_i \]  \hspace{1cm} (1)

Substitute:

\[ f(x_i) \approx \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p \]  \hspace{1cm} (2)

And thus:

\[ Y_i = \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p + \rho D_i + \eta_i \]  \hspace{1cm} (3)

But because the smooth function may behave differently on either side of the cutoff, we will expand on this. First, transform notationally (and for ease of regression). Let

\[ \tilde{x}_i = x_i - x_0 \]  \hspace{1cm} (4)

Angrist and Pischke, Chapter 6, pp. 251-267
RD, a little more formally

We can (locally) approximate any smooth function:

\[ Y_i = f(x_i) + \rho D_i + \eta_i \]  

(1)

Substitute:

\[ f(x_i) \approx \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p \]  

(2)

And thus:

\[ Y_i = \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p + \rho D_i + \eta_i \]  

(3)
RD, a little more formally

We can (locally) approximate any smooth function:

\[ Y_i = f(x_i) + \rho D_i + \eta_i \]  

(1)

Substitute:

\[ f(x_i) \approx \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p \]  

(2)

And thus:

\[ Y_i = \alpha + \beta_1 x_i + \beta_2 x_i^2 + \ldots + \beta_p x_i^p + \rho D_i + \eta_i \]  

(3)

But because the smooth function may behave differently on either side of the cutoff, we will expand on this. First, transform \( x_i \) notationally (and for ease of regression). Let

\[ \tilde{x}_i = x_i - x_0 \]  

(4)
RD, a little more formally

We can (locally) approximate any smooth function:

\[ Y_i = f(x_i) + \rho D_i + \eta_i \]  

(1)

Substitute:

\[ f(x_i) \approx \alpha + \beta_1 x_i + \beta_2 x_i^2 + ... + \beta_p x_i^p \]  

(2)

And thus:

\[ Y_i = \alpha + \beta_1 x_i + \beta_2 x_i^2 + ... + \beta_p x_i^p + \rho D_i + \eta_i \]  

(3)

But because the smooth function may behave differently on either side of the cutoff, we will expand on this. First, transform \( x_i \) notationally (and for ease of regression). Let

\[ \tilde{x}_i = x_i - x_0 \]  

(4)

Angrist and Pishke, Chapter 6, pp. 251-267
RD, a little more formally

Angrist and Pishke, Chapter 6, pp. 251-267

Then, allowing different trends (and indeed, completely different polynomials) on either side of the cutoff (with and without the program), we can write the conditional expectation functions:

\[
E[Y_{0i}] = f_0(x_i) = \alpha + \beta_{01}\tilde{x}_i + \beta_{02}\tilde{x}_i^2 + \ldots + \beta_{0p}\tilde{x}_i^p
\]

(5)

\[
E[Y_{1i}] = f_1(x_i) = \alpha + \rho + \beta_{11}\tilde{x}_i + \beta_{12}\tilde{x}_i^2 + \ldots + \beta_{1p}\tilde{x}_i^p
\]

(6)
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And because \( D_i \) is a deterministic function of \( x_i \) (this is important for writing the conditional expectation):

\[ E[Y_i|X_i] = E[Y_{0i}] + (E[Y_{1i}] - E[Y_{0i}])D_i \]  

(7)

So, substituting in for the regression equation, we can define \( \beta_j^* = \beta_{1j} - \beta_{0j} \) for any \( j \), and write:
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But this can all really be simplified in many practical cases. For small values of $\Delta$:

\[ E\left[Y_i \mid x_0 - \Delta < x_i < x_0\right] \approx E\left[Y_0 i \mid x_i = x_0\right] \] (10)

\[ E\left[Y_i \mid x_0 \leq x_i < x_0 + \Delta\right] \approx E\left[Y_1 i \mid x_i = x_0\right] \] (11)

and then, in the most extreme case, we can take the limit:

\[ \lim_{\Delta \to 0} E\left[Y_i \mid x_0 \leq x_i < x_0 + \Delta\right] - E\left[Y_i \mid x_0 - \Delta < x_i < x_0\right] = E\left[Y_1 i - Y_0 i \mid x_i = x_0\right] \] (12)

So the difference in means in an extremely (vanishingly!) narrow band on each side of the cutoff might be enough to estimate the effect of the program, $\rho$. In practice, usually include linear terms and use a narrow region around the cutoff.
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What if the assignment rule is discontinuous, but does not completely determine treatment status?

\[
Prob(D_i = 1|x_i) = \begin{cases} 
  g_1(x_i) & \text{if } x_i \geq x_0 \\
  g_0(x_i) & \text{if } x_i < x_0
\end{cases}, \text{ where } g_1(x_0) \neq g_0(x_0) \tag{13}
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So to estimate \( \rho \), we use instrumental variables, and in essence divide the coefficient estimate on \( T_i \) in the “first stage” regression (variations on Equation 15) by the coefficient estimate on \( T_i \) in the “reduced form” regression (variations on Equation 14).
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Five basic issues are highlighted by Guido Imbens and Thomas Lemieux in their paper, *Regression discontinuity designs: A guide to practice:*

- Visualization
- Specification: polynomial order (linear in many cases), “kernel”
- Bandwidth
- Standard errors (confidence interval)
- Specification tests: density, covariates, other jumps

Methodological updates and extensions:

- Cattaneo, Calonico, and Titiunik series (SE’s, visualization)
- Card, Lee, Pei, and Weber (Kink design)
Figure 1. Wages on days before and after each minimum wage increase

A. October 1, 1996
Figure 3. Quit rates in months following raises for a representative interval of initial wage.

Note: The figure shows residuals from the RD model of quits with baseline controls (as in Table 2, row 3) for a representative interval of the running variable (initial own wage). For visual simplification, the running variable is normalized as the distance to the nearest pay-step threshold (see text for details). The lines show the fitted relationship between residualized quit rates and the normalized running variable. For each value of the normalized running variable, the data points are constructed by adding back to fitted values the mean of the residuals taken across all 12 intervals. Marker size is scaled by the number of observations at each value. For all series, the intercepts are normalized to be zero at the left limit of the threshold, so the value at the right limit is the estimated effect of the $.10 discontinuity in the wage. Estimation samples are as in Table 2.
Visualization: Dube, Giuliano, Leonard example

Figure 3. Quit rates in months following raises for a representative interval of initial wage

Note: The figure shows residuals from the RD model of quits with baseline controls (as in Table 3).
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Manipulation of the running variable

What if the population of potential program participants is able to precisely influence the running variable, and knows the program assignment rule?
Manipulation of the running variable

What if the population of potential program participants is able to precisely influence the running variable, and knows the program assignment rule?

Example from Camacho and Conover (2011) in Colombia: program rule became known in 1997; watch what happens.
Poverty score distribution - Camacho and Conover (2011) in Colombia

Each figure corresponds to the interviews conducted in a given year, restricting the sample to urban households living in strata levels below four. The vertical line indicates the eligibility threshold of 47 for many social programs.
Poverty score distribution - Camacho and Conover (2011) in Colombia
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Notes:

Each figure corresponds to the interviews conducted in a given year, restricting the sample to urban households living in strata levels below four. The vertical line indicates the eligibility threshold of 47 for many social programs.
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Notes:
Each figure corresponds to the interviews conducted in a given year, restricting the sample to urban households living in strata levels below four. The vertical line indicates the eligibility threshold of 47 for many social programs.
Poverty score distribution - Camacho and Conover (2011) in Colombia

The graph shows the poverty index score distribution for the years 1994-2003, restricted to urban households living in strata levels below four. The vertical line indicates the eligibility threshold of 47 for many social programs.
Poverty score distribution - Camacho and Conover (2011) in Colombia
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Poverty score distribution - Camacho and Conover (2011) in Colombia
An example.